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Abstract

In this article, we argue for the potential value of participatory
multi-agent artificial intelligence (MAAI) modeling for addressing the
pragmatic challenge of promoting a sustainable altruism among
individuals and groups that will enable us to find pathways of collective
action that lead toward more peaceful coexistence. Along the way, we
note that this approach to modeling also addresses the scientific
challenge within computer science and social simulation of creating
more psychologically realistic artificial agents whose interactions occur
in more realistic social networks. We identify some of the evolved
cognitive and coalitional biases that make it so difficult to achieve an
equilibrium of sustainable altruism in contemporary human societies,
describe some of the innovative ways in which recent advances in MAAI
approaches to psychological and cultural modeling open up new
opportunities for simulating solutions to these challenges, and address
some of the ethical issues associated with using modeling and simulating
methods to help us proactively navigate the Anthropocene.
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INTRODUCTION

Recent developments in computational modeling and social
simulation (CMSS) methodologies have enormous potential for
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contributing to our understanding of the conditions under which—and
the mechanisms by which—complex socio-ecological systems can
transform in sustainable ways. Such approaches can also provide
policy-relevant insights for some of the major challenges facing humanity
in the Anthropocene, the current era in which human behavior has
become a major factor in determining macro-trends in the global
ecosystem, including exacerbated climate changes that threaten the
environmental systems on which our own species depends in order to
thrive—and perhaps to survive [1,2]. Calls for new ways of thinking and
acting to facilitate our species’ adaptation during (and hopefully through)
the Anthropocene are growing in number and urgency [3–5]. CMSS
techniques are the most powerful set of explanatory tools we currently
have for analyzing and predicting complex adaptive systems with
nonlinear dynamics and causal feedback loops, and so it is not surprising
that attempts have been made to apply them to the challenge of human
adaptation in this new and rapidly shifting environment [6–9].

However, there are at least two factors that have slowed the
acceptance and application of computer modelling tools for addressing
such sustainability challenges. First, the simulated agents in most social
simulations are perceived as overly simplistic and inadequately realistic
in their psychological architectures and network interactive rules. This
leads to a reluctance among many social scientists and policy
professionals to trust the outputs of such simulations. Such hesitation is
understandable, since the agents and interactions in many models are
indeed unrealistic, especially in the case of evolutionary game theoretic
and economic models that assume humans are “rational actors.” Even
these simplistic models can in fact shed light on the micro- and
meso-level causal mechanisms that lead to the emergence of macro-level
phenomena, which helps to explain why (despite the reluctance in some
corners) CMSS is rapidly gaining in popularity in both social science and
policy analysis and evaluation [10–12]. Nevertheless, we argue that
overcoming the reluctance mentioned above can be facilitated by
implementing more realistic cognitive architectures and interpersonal
networks within an approach sometimes called multi-agent artificial
intelligence (MAAI) modelling [13]. In this approach, psychologically
realistic architectures that link beliefs and behaviors can be combined
with (without relying upon) machine learning techniques in order to
simulate the emergence of population level trends from individual level
(inter)actions.

The second factor is perhaps even more problematic. Even if we can
identify the plausible mechanisms and feasible pathways that would
enable us to navigate the Anthropocene, we do not yet seem capable of
the sort of collective action that would be required to move us along said
pathways. Applying intelligence (whether human or artificial) to these
challenges is not enough; we also need to learn how to contest some of
the evolved biases that render human decision-making and collective
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action across groups and cultures so difficult. In other words, we need to
be mindful of those aspects of human nature that can be friction points to
the adoption or implementation of well-informed results from complex
social simulations. Among these biases is the tendency toward engaging
in prosocial behaviors primarily or (under some conditions) only in
relation to one’s own in-group, whether kith and kin or a larger
“imagined community” based on shared beliefs and norms.

What would it take to produce the conditions—and utilize the
mechanisms—for collective action of the sort that would be needed to
respond adequately to the challenges of the Anthropocene, which have
contributed to what the 2024 UN Human Development Report framed as
a “new uncertainty complex” characterized by a convergence of factors
such as intensified polarization within and across countries, dangerous
anthropogenic environmental changes, and sweeping societal
transformations [14]? Whatever else it might take, making mid- and
long-term progress toward the UN Sustainable Development Goals will
require us to learn how to promote modes of prosocial individual and
collective behavior that involve a healthier balance between merely
parochial altruism (within groups) and a more universal altruism (across
groups) within a larger proportion of the population.

This may sound improbable. It could turn out to be impossible. How
might we find out? We recommend an approach that builds on recent
advances in MAAI modeling and emphasizes working with a wide range
of stakeholders, subject-matter experts, and change agents to model and
simulate the conditions under which—and the mechanisms by
which—altruism (of the sort that could foster widespread and sustainable
cooperation, psychological and social well-being, and collective action)
can be increased in empirically validated “artificial societies” that
represent the relevant socio-ecological systems. The use of artificial
societies can facilitate a more inclusive dialogue about the assumptions
and aspirations that guide the (conceptual or computational) modeling of
pathways through the Anthropocene. It can do this by facilitating the
development and deployment of social simulation experiments that can
test multiple theoretical hypotheses and practical policies before
implementing them in the real world.

We use the phrase “sustainable altruism” to indicate an equilibrium at
(and between) the individual and group level in which self-oriented
concern for psychological and social wellbeing, on the one hand, and
other-oriented prosocial attitudes and behaviors, on the other hand, can
be achieved, maintained, and adapted as complex socio-techno-ecological
systems continue to change during the Anthropocene [15,16]. The link
between altruism and sustainability has often been observed and
discussed in the literature [17–27], but our contribution here is intended
to be novel both materially and methodologically. We highlight the
complexity within and overlap between micro-, meso- and macro-level
dynamics shaping prosocial attitudes and behaviors, describe the
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computational tools that are able to render that complexity more
tractable (and thus explainable to policy experts), and offer
recommendations for adequately attending to the ethical issues that
emerge as we tackle the task of analyzing and facilitating pathways
toward a more balanced and sustainable altruism within individuals and
groups.

The three main sections of this article identify some of the evolved
cognitive and coalitional biases that make it so difficult to achieve an
equilibrium of sustainable altruism in contemporary human societies
(CHALLENGES TO ACHIEVING SUSTAINABLE ALTRUISM (Section 2)),
describe some of the innovative ways in which recent CMSS, and
especially MAAI, approaches to psychological and cultural modeling open
up new opportunities for simulating solutions to these challenges
(OPPORTUNITIES FOR MODELING PROSOCIALITY AND PEACE (Section
3)), and address some of the ethical issues associated with using modeling
and simulating methods to help us proactively navigate the
Anthropocene (TOWARD A SIMULATION ETHICS FOR NAVIGATING THE
ANTHROPOCENE (Section 4)). We conclude by summarizing the overall
argument of the article, reiterating the challenges and opportunities
related to participatory modeling approaches, and calling for
complementary and collaborative efforts toward understanding and
facilitating sustainable altruism.

CHALLENGES TO ACHIEVING SUSTAINABLE ALTRUISM

For reasons described in this first main section, it may well be that
such an equilibrium does not exist in the possibility space of the human
evolutionary landscape. For reasons described in the following main
section, collaborative CMSS techniques appear to be the most promising
set of exploratory tools we currently have for helping us find out whether
there is an empirically plausible pathway to more widespread
sustainable altruism. For reasons described in the final main section,
even if these tools do not help us find such a pathway, we still have much
to learn from an ethically attentive computational exploration of the
possibility space of our shared future. Before jumping into these
computational opportunities, however, it is important to be clear about
the breadth and depth of the evolved cognitive and coalitional biases that
render prosociality and peacebuilding so difficult. Only by surfacing
these all-too-human tendencies and capacities can we hope to construct
psychologically realistic models and pragmatic simulations for promoting
the sort of balanced altruism that could enable collective action in
response to current and coming challenges.

The Evolution of Human Prosociality

Natural selection favors organisms who act in ways that care for
themselves long enough to procreate and pass on their genes (egoism).
Eusocial species such as our early hominin ancestors, however, evolved
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in groups and in such cases natural selection also favored populations in
which individuals sometimes cared for others in their group, even to the
point of self-sacrifice (altruism). It makes intuitive sense that parents (or
other genetically related individuals) would behave altruistically toward
their children or close relatives because doing so increases the
probability that (at least some of) their own genes will replicate in future
generations. This is commonly referred to as kinship altruism [28,29]. We
are not surprised when we see a caregiver exhaust his or her own energy
and resources for the sake of an offspring.

However, we may be more surprised when we observe people
behaving altruistically toward other non-kin individuals and even
strangers, risking their own survival (and perhaps their own children’s
survival) by sacrificing time, food, or even their own lives to help. Many
evolutionary biologists argue that this phenomenon can be explained by
theories about trading networks, reputational management, or costly
signaling that hypothesize that such behaviors indirectly increase the
longer-term chances of one’s own (or one’s group’s) genes surviving into
the distant future. This is commonly referred to as reciprocal altruism
[30,31]. Recent theories of cultural cybernetics suggest that this form of
altruism can be expanded to include large-scale, imagined groups based
on shared beliefs, motivations, or identity [32,33]. The phylogenetic
inheritance (or moral equipment) that has been passed on to
contemporary humans includes a capacity (and even a tendency under
some conditions) to demote or even overcome conscious egoistic
concerns and behave altruistically toward conspecifics.

In the social psychological literature, these dynamics are more
commonly treated under the heading of prosociality, which typically
refers more broadly to behaviors that are intended to benefit others
whether or not such behaviors are intrinsically other-oriented or driven
by underlying self-oriented concerns such as fear of punishment or hope
for reward [34]. Most contemporary psychological theories and therapies
are attentive to the way in which the evolutionarily stabilized tension
between self and other structures attempts to find a balance between
survival-based concerns for the self and healthy interpersonal
connections with others [35]. A recent literature review outlined
evidence for the growing consensus in psychology that concern for self
and concern for others are intrinsically related developmentally and
should be integrated into programmatic intervention strategies. Along
with emotional regulation, empathy for self and empathy for others
underpin the human capacity for prosociality [36].

At this stage, however, it is important to acknowledge the dark side of
human altruism; namely, the tendency toward prosocial behaviors in
relation to in-group members seems to have evolved alongside (and to be
reciprocally related to) antagonism and aggression toward out-group
members. In other words, the individuals who survived early ancestral
environments (and passed on their genes to us) lived in social groups
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whose cohesion depended in part on their capacity to keep down the
percentage of cheaters and freeloaders in their ranks by punishing those
who betrayed the norms of the in-group or refused to participate in
violence against out-groups when resources were scarce [37–41]. As we
will see below, computer modelling has played an important role in
testing hypotheses about in-group and out-group altruism. All of this goes
a long way in explaining how human prosociality evolved in the late
Pleistocene (approximately 130,000 to 11,500 years ago) as well as why
the tension between individuals and groups in our contemporary
environments makes social cohesion so fragile and peacebuilding so
difficult in the early Anthropocene.

Parochial and Universal Altruism

Especially under stressful conditions, the positive tendency to care for
the members of one’s own group flips over to its own dark side, the
negative tendency to feel anxiety toward or even attack outgroup
members. This in-group oriented behavior, which is prosocial inwardly
but antisocial outwardly, is commonly called parochial altruism [42–46].
While parochial altruism was clearly adaptive for our ancestors
(otherwise they would not have survived) who lived in small-scale,
hunter-gatherer societies, this trait has become increasingly
maladaptive—or at least destructive—in our contemporary environment
where most of us live in large-scale, pluralistic, population-dense,
globally interconnected societies. In this new environment, which we as a
species have helped to create (the Anthropocene), extreme expressions of
parochial altruism make it difficult to live together with out-group
members, which one encounters far more regularly, and contributes to
conflicts and far more destructive wars, particularly when hoarding
resources seems to be the only way for one’s own group to survive.

The collective action required for surviving the Anthropocene seems
to call for more universal altruism, the capacity to act prosocially in
relation to the human species as a whole [47]. Or perhaps even extending
altruism beyond our species to all sentience, life, the earth, or being itself
[48–50]. The tendency or capacity to expand the range of altruism beyond
one’s own group varies in relation to individual psychological differences
such as higher global consciousness, interoception, and non-religiosity
[51–54], and appears to be promoted in secular cultural contexts that
have higher existential security and broader social welfare programs
[55–58].

The problem is that sustaining widespread universal altruism in any
human population (much less the global population) appears to be highly
unlikely and probably impossible. We know this from quantitative
neuroscientific and biological research on the inherently “discriminating”
and reciprocal structure of the evolved prosocial cognitive biases widely
distributed in human populations and from qualitative data derived from
psychological experiments, interviews, surveys, and ethnographic
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research [59,60]. We also know this from quantitative data from game
theoretical computational experiments, which show that just a few
selfish (non-cooperative) agents in a population consistently “win” over
evolutionary time against altruistic agents [61–63], a topic to which we
will return in the second main section of this article where we begin to
tackle the issue of modeling and facilitating collective action more
directly.

But we also know this from experience and common sense. We
humans thrive in relatively small coalitions of family and friendship
networks. It is hard to imagine a world in which parents do not
discriminate at all in caring for their own children. Most of us might not
even want to live in such a world. Some mystics and saints may appear to
be able to achieve and maintain universal altruistic attitudes and
behaviors, but they typically depend on the care of local “lay” resources
and a wider network of parochially altruistic social systems. Parochial
altruism is deeply embedded in our phylogenetic inheritance and has
been socially entrained over millennia through communal rituals and
hierarchical war-making organizational structures that simultaneously
increase willingness to punish defectors and to kill out-group members in
order to protect the resources and reputation of the in-group. These
tendencies are activated and intensified under conditions of scarcity or
threat that increase human anxiety about their own survival and the
survival of those they care about [64–66].

Sustainable Altruism for the Anthropocene

Watching the daily news gives us no reason to suspect that the natural,
predatory, contagion, financial, and social threats of the sort that activate
and intensify human anxiety are likely to disappear anytime soon. They
are only likely to increase as we struggle to respond to the “new
uncertainty complex” alluded to above, which is generated in part by
challenges related to ideological polarization within and across countries,
anthropogenic environmental changes, and sweeping societal
transformations across the globe. Given the dark side of parochial
altruism, sticking with the status quo does not seem a viable strategy for
promoting widespread individual and collective well-being in these
uncertain times. Given the phylogenetic depth and ontogenetic reliability
of the emergence of the cognitive and coalitional biases that drive care
for self and kin, the prevalence of communal, institutional, and
governmental structures that reinforce ingroup-oriented prosociality,
and the demonstrated susceptibility of a population of cooperators to
even a small number of defectors, an idealized world of universal
altruists seems equally unsustainable.

Can we find and follow a pathway that would lead to an equilibrium
of “sustainable altruism” suitable for surviving and perhaps even
thriving as we navigate the new uncertainty complex that characterizes
our current global environment? As noted above, we are using this
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phrase to refer to a stable but flexible balance between self-oriented
concern for wellbeing (at the individual and group levels), on the one
hand, and other-oriented prosocial attitudes and behaviors, on the other
hand. Can our species achieve, maintain, and adapt a suitable prosocial
equilibrium as socio-ecological systems continue to change during the
Anthropocene? Such an equilibrium would have to work at both the
individual and group levels as well as between them.

At the psychological level, this would mean (at the least) that
individuals are provided with the resources and guidance to learn how to
balance the self-care that is necessary for survival with the care for
others that is necessary for pleasurable and fruitful human attachment.
At the sociological level, this would mean (at the least) that groups are
organized in ways that provide the internal bonds necessary for
maintaining the identity of the group without triggering overly defensive
or offensive strategies that turn violent. Finding an equilibrium between
these levels would mean (at the least) that the needs of individuals for
attachment and authenticity were somehow balanced with the needs of
diverse groups to manage their identity and productivity in relation to
other groups. All of this would likely require an extraordinary
expenditure of resources and the emergence of a novel civilizational
form analogous to the shift from hunter-gatherer to
sedentary-agricultural or from archaic to axial age modes of material and
cultural organization.

That all sounds very complicated. And not very likely to work. It may
well be that pessimism gets the last word. But let’s engage in a thought
experiment. What would it take to find and, if it exists, to follow a
pathway of sustainable altruism that balances the evolved needs of
individuals and groups and the intricate interactions between them? We
would need some way of analyzing and predicting the behavior of
complex adaptive psycho-social-ecological systems that accounted for
mechanisms at the micro-level, meso-level, and macro-level as well as the
causal interactions among those levels. Most of us cannot hold all of these
mechanisms and conceptual levels in our head all at once nor mentally
predict dynamic changes within such massively complex and non-linear
systems over time and under varying conditions. But maybe we don’t
have to. Techniques in computational modeling and social simulation
have now advanced to a stage that may warrant a little optimism in our
search for a pathway to sustainable altruism.

OPPORTUNITIES FOR MODELING PROSOCIALITY AND PEACE

In the following three sub-sections, we outline some of these
advancements and describe ways in which such tools are already being
used to understand and facilitate prosociality and peacebuilding. First,
we discuss the potential as well as the limitations of traditional
agent-based modeling (ABM) approaches to simulating altruism. Second,
we provide some examples of the simulation of altruistic attitudes and
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behaviors using multi-agent artificial intelligence (MAAI) modeling,
which is a subset of ABM that is differentiated by its focus on more
psychologically realistic, socially networked agents and its emphasis on
interdisciplinary theoretical integration. Third, we emphasize the
importance of participatory approaches to modeling that engage diverse
subject matter experts and stakeholders when attempting to construct
policy-relevant models that can simulate pathways to social cohesion and
peace and facilitate collective action. Throughout this section, we allude
to some of the lessons our research teams have learned as they have
tackled these core social challenges, which leads us into the discussion in
the final main section about ethical concerns surrounding the use of
these technologies in the simulation of, by, and for altruistic individuals
and groups.

Evolutionary Game Theoretic Agent-Based Modeling

Because ABMs are explicitly designed to analyze and predict dynamics
within complex adaptive systems, they are a particularly promising mode
of social simulation. Unlike system-dynamics models, which simulate the
dynamic causal flows between and among some variables (such as
energy, information, or structures) within a social system, ABMs are also
able to shed light on the changes within and among heterogeneous
individual agents as they interact with one another and their
environment, thereby linking micro-, meso-, and macro-levels of analysis
in a way that no other social scientific method can. The potential
implications for promoting prosociality within a human population are
clear: well-constructed, empirically validated ABMs can illuminate the
conditions under which—and mechanisms by which—variables such as
social cohesion or peace at the macro-level can emerge from shifts in
attitudes and behaviors among individuals and institutions at the micro-
and meso-levels. We will return to this pragmatic potential in more detail
below when we discuss policy-relevant participatory modeling strategies.

However, the scientific potential for understanding the evolution of
human altruism and predicting changes in human prosocial behaviors is
also clear. For this reason, it is not surprising that many early uses of
ABM in social science addressed issues that are at least indirectly related
to altruism [67,68]. For example, Schelling’s model of segregation,
perhaps the most well-known early social simulation, showed how easily
widespread segregation can occur within a population when simulated
individuals have even small preferences for living near in-group
members [69]. However, it is widely agreed in the field that in order to
take full advantage of the opportunity for ABM approaches to positively
influence policy and shared collective action in response to shared
challenges such as those related to sustainability and social cohesion, it
will be necessary to develop far more realistic psychological agents and
social network interaction architectures [70–78].
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The most well-known and influential approaches to the use of
simulation to understand altruism have been variations of evolutionary
game theoretic modeling. Limiting ourselves to some recent examples,
we can point to the use of this sort of ABM for modeling population-wide
adoption of prosocial common-pool behavior [79], the role of an agent’s
own and their friends preferences in the formation of coalitions [80], the
impact of influential individuals in promoting prosocial practices in
heterogenous societies [81], and the extent to which diverse motives
work together to motivate altruistic behaviors [82]. Unfortunately, game
theoretic models are particularly susceptible to the charge of lack of
psychological realism. They are evolutionary in the sense that agents pass
on their (non)altruistic tendencies to new generations of agents, and they
are game theoretic in the sense that this transfer occurs after agents “win”
or “lose” during an interaction on a given run of a simulation. Such
models are based on utility functions in which an agent calculates the
potential benefit and cost of cooperating or defecting with others, i.e.,
engaging in altruistic or egoistic behaviors, which presupposes “rational
actor” theory.

However, cognitive and social psychologists have known for decades
that human behavior is not driven by rational calculations of utility,
especially under stressful conditions that threaten survival, but by
“bounded” rationality characterized by a variety of cognitive, emotional,
and social biases [83,84]. Elinor Ostrom was one of the early critics of the
limitations of game theoretic models and received a Nobel prize for her
efforts to develop new models that more adequately accounted for the
complex and networked dynamics of human behavior, which operate
within nested clusters of human groups of various sizes [85–88]. While
computational models and pragmatic proposals that have been inspired
by Ostrom’s work on the dynamics involved in the emergence of
collective action have led to important insights [89–91], their focus on
group selection and lack of adequate attention to the underlying role of
evolved cognitive and coalition mechanisms leaves them open to the
critique that they are psychologically unrealistic, which makes it difficult
for scientists in other disciplines or public stakeholders to take them
seriously.

Multi-Agent Artificial Intelligence Modeling

MAAI modeling attempts to remedy this problem by paying careful
attention to the evolved psychological mechanisms that play a role in
driving conflict or cooperation between human individuals or groups
and to the value of incorporating multiple disciplinary perspectives into
the cognitive architectures and interaction rules into computational
models of social phenomena. For further discussion of this approach in
general and of the rationale behind these two aspects of MAAI modeling
strategy in particular see [13,15,92,93]. In this sub-section, we limit
ourselves to a few examples that illustrate these aspects and the way in
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which they can contribute to increasing trust in—and therefore the
usefulness of—computational models among other scientists and policy
professionals. In our experience, when the causal architectures of social
simulations implement multiple theories of human emotion and
behavior that shed light on a phenomenon [94] and place the agents in
realistic social networks informed by empirically validated evolutionary
theories such as “Dunbar numbers” [95], other scholars and practitioners
are more likely to find them plausible.

The dynamics of parochial altruism have been explored in a MAAI
model that simulated the conditions under which—and the mechanisms
by which—mutually escalating religious violence (MERV) emerges within
a population [96]. The cognitive architectures and behavioral tendencies
of simulated agents in this model were explicitly informed by social
psychological theories such as terror management theory, social identity
theory, and identity fusion theory, all of which have been empirically
demonstrated to predict antagonism and violence (against outgroup
members) using other methodologies. Each agent within MERV also
belonged to a group and had variables that represented the evolved
cognitive and coalitional biases that contribute to religious parochialism.
Using real-world data from The Troubles in Northern Ireland (which
lasted over three decades) and the Gujarat riots (which lasted over three
days), MERV’s causal architecture was validated by simulation
experiments that generated the emergence of the macro-level escalation
of violence between two groups in the artificial society from the
micro-level behaviors and interactions of its simulated agents (with over
98% accuracy).

Other MAAI models have more explicitly focused on universal
altruism and broader prosocial attitudes and actions. For example,
building on the Artificial Society Analytics Platform [97], which provides
a virtual laboratory populated by agents with personality and other
psychological variables in family, work, and online social networks, one
model simulated the effects of religious belief and affiliation on
prosociality [98]. Validated using longitudinal data from the World
Values Survey, this model shed light on the roles that trust, tolerance, and
religious group (non)affiliation played in promoting more universal (and
decreasing parochial) altruism. Another model adapted the Artificial
Society Analytics Platform to simulate the effect of religious pluralism
(diversity of group beliefs) and religious credibility enhancing displays in
the environment (prevalence of participation in in-group religious rituals)
on disaffiliation in secular contexts [99]. A more historically oriented
model implemented evolutionary and psychological theories about the
function of anxiety and religiously motivated behaviors in promoting the
kind of “prosocial equilibrium” required for the emergence and
sustainability of large-scale societies [100].

It is important to note that all of this is relevant not only for
addressing the scientific challenge of improving psychological and
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network realism, but also for addressing the pragmatic challenge of
understanding and fostering the conditions and mechanisms that can
promote prosociality and peace in contemporary contexts. Recent
advances in machine learning and large language models have generated
not only fear about AI but also some hope that AI might contribute to
social cohesion and peacebuilding in ways we humans have not been
able to imagine. However, human intelligence, learning, and use of
language does not occur in a vacuum but is embodied and embedded in
complex networked relations and emerges in response to affordances in
the natural and social environment. This is why we believe that
multi-agent AI holds perhaps even more promise for finding and
following pathways toward a sustainable altruism that promotes
collective action of a sort that can help us navigate the early
Anthropocene.

Simulating Pathways to Peace Through Participatory Maai Modeling

In this sub-section, we briefly describe some recent MAAI models
developed by our research teams that have attempted to move beyond
simulating prosociality and altruism generally and toward simulating the
conditions and mechanisms that could promote more sustainable peace
within and among diverse human groups. Our goal has been to construct
and explore the possibility spaces of validated models of some of the most
complex and conflicted real-world socio-ecological systems. Over the
years we have learned the importance of involving engaged stakeholders
and change agents in the development, calibration, and validation of
such models so that the outcomes are more likely to be relevant and
useful for the concrete challenges they regularly face in the contexts in
which they work [101,102]. Building on the growing number and quality
of approaches to participatory computational modeling [92,103–105], we
have been honing our own approach to focus particularly on the needs of
governments and civil society organizations committed to addressing
challenges related to sustainability in general and peacebuilding in
particular.

For example, in the context of a 2022–2023 project with the Woolf
Institute in Cambridge called “Forgiveness and Future-Building” we
constructed a MAAI model of contemporary Northern Ireland in dialogue
with a variety of stakeholders including change agents who had been
involved in the original Good Friday Agreement. Members of the
research team spent time talking with former combatants on both sides
as well as experts and practitioners working on the ground to maintain
and enhance the social cohesion and relatively peaceful situation in that
post-conflict region. The context and some of the findings of this model
are provided in a Background Paper for the 2023/2024 UN Human
Development Report titled “Simulating Sustainable Societies: Uncertainty,
Complexity and Multi-Agent Artificial Intelligence Modeling” [106], and a
more detailed report is available in an article that was part of a special
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issue on the changing character of war and peacemaking [107].
Stakeholders in that context have been able to draw actionable insights
from the results of the simulation experiments, which indicate (among
other things) that the top two features that predict conflict are the
number of values being discussed in the society and the differences in
beliefs about those values between the two groups. These findings
suggest that change agents in that environment could contribute by
promoting discussion of a larger number of values in society, thereby
providing more alternatives to the “sacred values” of the groups which,
when challenged, can all to easily lead to violence among those
individuals “fused” to those values [32,108].

During the fall of 2023, members of the same research team worked
with the UNDP Program for Assistance to the Palestinian People to
develop a prototype model that could provide policy-relevant insights for
promoting the resilience of the Palestinian people. The development of
this model, which led to what we called the “Palestine-Israel Virtual
Outlook Tool” (PIVOT), was shaped by the input and ongoing feedback of
a core group of UNDP staff and representatives from Palestinian and
Israeli civil society organizations. Here too we spent time on the ground,
visiting individuals and communities affected by the ongoing conflict.
More advanced digital twins that were informed by this work are
currently being used by other stakeholders engaged in attempts to
resolve that conflict. In 2024 we worked with the UNDP in Bosnia and
Herzegovina (BiH) to develop a model designed to shed light on the
causes and consequences of horizontal trust (between diverse groups in
the Balkans) and vertical trust (between the population in general and
various institutions). The construction of the BiH model also involved a
core group of experts and was guided by a larger advisory board that
consisted of representatives from other UN agencies, civil society
organizations, and academics located in Sarajevo.

The details of these last two models cannot be provided for security
and privacy reasons, but an article describing the general approach of
the PIVOT project [109] and a UNDP webinar describing some of the
outcomes of the BiH project [110] can be found online. Our work in these
and other regions continues, and we plan to report further on these
processes in future publications. The main reason for discussing them
briefly here is to highlight the importance and value of robust
engagement with stakeholders and change agents before, during, and
after the process of constructing MAAI models or any other
computational social simulations. Only in this way can we hope that they
will find the models trustworthy and utilize them in their peacebuilding
or peacekeeping efforts. But this raises a host of questions. Who is invited
to the (computer modeling) table? Which voices are excluded from that
table? How will the simulation tools be used and by whom? If the goal is
collective action, the process must include collective deliberation about
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the ethical ambiguities, assumptions, and aspirations at work in MAAI
modeling.

TOWARD A SIMULATION ETHICS FOR NAVIGATING THE
ANTHROPOCENE

In this final main section, we briefly outline some of the ethical
implications and issues surrounding the development of policy-oriented
social simulation in general, but especially MAAI models designed to
promote social cohesion and peace in a way that might help us respond to
the challenges of the early Anthropocene. We do not pretend to know all
the complexities of the ethical landscape that will emerge nor how to
navigate them in advance. Nevertheless, we have some recommendations
for consideration as the social simulation field moves ever more deeply
into the waters of policy-relevant peacebuilding oriented computational
modeling. As Gilbert and colleagues have pointed out, whenever faced
with difficult challenges that affect human well-being, it could be
considered unethical not to use modeling methodologies that are
explicitly designed to render complex adaptive systems more tractable
[10].

We begin by highlighting the value of incorporating the findings of
evolutionary biology and moral psychology about the ambiguity of
human parochial altruism into the cognitive architectures and social
networks of simulated agents. Next, we stress the importance of
accounting for the fact that simulations designed and executed by human
modeling teams will inevitably be susceptible to these same biases
toward egoism and parochialism, and of finding ways to contest them.
Finally, we note that this also applies to those stakeholders and change
agents who utilize such models for some specific policy-oriented purpose.
In other words, we call for surfacing and tackling all of these ethical
issues head on in the process of constructing simulations of, by, and for
altruistic individuals and groups.

Our first recommendation is to incorporate the ambiguities of human
altruism in the construction of simulated artificial agents and the rules
that guide their interactions with each other and their environment. Any
attempt to develop realistic simulations that can illuminate the
conditions under which—and the mechanisms by which—human
individuals and groups might achieve an equilibrium of sustainable
altruism should include the findings of the evolutionary and
psychological sciences about the prevalence and potentially problematic
nature of parochial altruism [111]. Given our inherited moral equipment,
it is similarly important to acknowledge the implausibility of calls for
widespread universal altruism. It makes sense to encourage people to
broaden their sense of community or “we-ness,” but we should also
acknowledge the human need for close relationships that provide a sense
of identity. The challenge is finding the balance between caring for
oneself and those in one’s own ingroup, on the one hand, and behaving
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prosocially within and beyond one’s own ingroup, on the other.
Participatory MAAI modeling can only help if it takes the ambiguities of
altruism seriously.

But that won’t be enough. Our second recommendation is to attend to
the assumptions of those evolved humans involved in the modeling
process itself. There may be no way to completely escape subjectivity
biases and attain pure objectivity, but one of the desiderata of the
scientific method is to open ourselves up to useful constructive criticism
and correction so that we can become more aware of our own
presuppositions and the surreptitious role of motivated reasoning in our
own thinking. One of the values of CMSS in general and MAAI in
particular is that the process of formalizing one’s ideas, theories, and
hypotheses about causal relations within a computational architecture is
that it encourages and enables modelers to surface their assumptions.
Among these assumptions are ideas about human nature and behavior,
as well as attitudes toward the modeler’s own ingroup(s) and whatever
outgroup(s) they might experience as a threat to their own identity or
well-being. Participatory modeling strategies can facilitate surfacing
these assumptions and articulating them clearly, as well as providing a
way of testing their coherence in relation to a broader artificial society
and exploring their implications through simulation experiments
[103,109,110].

Our third recommendation is to surface the aspirations of those who
will be utilizing and applying the outputs of computational models and
simulation experiments designed to inform the design and
implementation of policies that will affect individuals and groups in the
real world. In other words, it is important to pay attention not only to the
assumptions built into a model but also the intentions of those who plan
to use it. All of the stakeholders and change agents we have worked with
have embraced ideals such as human rights, freedom, diversity, social
cohesion, and peace. They would agree with us that one of the main goals
of the modeling processes in which we have engaged is to promote what
we have been calling sustainable altruism. However, like nuclear power,
genetic engineering, or any other powerful technology, MAAI models
could be used by “bad actors” for their own nefarious purposes. Such
tools could also be used to discover the conditions under which—and the
mechanisms by which—conflict could be increased in a population. Even
peace-loving stakeholders may well disagree about the desired outcome
that should guide the design and use of a model. There is no easy way
around this. All models are purposeful abstractions, and the purposes of
abstracting depend on the human modelers involved. The more
intentionally we can surface and discuss differences in modeling
aspirations among diverse stakeholders, the more likely we are to
develop and deploy simulations that account for the social ethical
dimensions of the challenges we face together [15,112–114].
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CONCLUSIONS, IMPLICATIONS, AND FUTURE RESEARCH DIRECTIONS

In this article, we have argued for the potential value of participatory
MAAI modeling for addressing the pragmatic challenge of promoting a
sustainable altruism among individuals and groups that will enable us to
find pathways toward more peaceful coexistence. Along the way, we
have noted that this approach to modeling also addresses the scientific
challenge within computer science and social simulation of creating
more psychologically realistic artificial agents whose interactions occur
in more realistic social networks.

We have also noted the limitations and challenges related to this and
all CMSS approaches. As the saying goes, all models are wrong—but some
are useful. They are all wrong because (like any map) they are purposeful
abstractions, and abstractions do not include every detail. However,
some are useful because (like a good map) they include those elements
and structures that are most likely to successfully point the way to the
desired outcome. As we have seen, another limitation has to do with their
purposefulness, which raises a host of ethical questions including those
discussed briefly above. Despite these challenges, we believe it is worth
taking advantage of the opportunities made possible by advances in
MAAI modeling to collaborate in exploring the possibility space of our
species’ future to see whether we can find a path to a prosocial and
peaceful equilibrium (or equilibria) that can help us navigate these early
years of the Anthropocene. What are some of the main takeaways for
stakeholders and change agents interested in promoting sustainable
altruism through participatory MAAI modeling or other CMSS
approaches?

 Modeling human attitudinal and behavioral change in “artificial
societies” requires simulated agents that are sufficiently
psychologically realistic and interact with each other and their
environment in realistic social networks. Capturing the complex,
biased, and emotion-driven cognition of real humans in a
computational architecture is hard work, but it is worth the effort
because it enhances the plausibility of the models as well as their
analytic and predictive power.

 Social simulations embed the assumptions and aspirations of their
creators and users, which can lead to biased or ethically problematic
outcomes if not made transparent. It is important to include diverse
voices in the modeling process, which can help to mitigate against the
use of models in ways that perpetuate imbalances of power and
injustice. By involving a variety of stakeholders directly, participatory
modeling helps surface minority perspectives, increase legitimacy,
and foster buy-in for complex interventions.

 MAAI models enable researchers and policymakers to analyze
nonlinear, multi-level interactions in complex socio-ecological
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systems—something that traditional analytic methods struggle to
manage. This helps to illuminate the way in which micro-level
individual psychological traits and behaviors can scale up to
macro-level societal outcomes such as cohesion, conflict, or
sustainable cooperation.

 Policy makers can use such models as "virtual laboratories" for testing
theoretical assumptions and policy peacebuilding interventions before
implementing them in the real world. Simulation experiments can
help change agents discover the conditions under which—and the
mechanisms by which—mutual trust and peaceful coexistence can
emerge, thereby offering strategic foresight for conflict resolution.

 Addressing contemporary local and global sustainability challenges
will require the promotion of sustainable altruism—the capacity of
individuals and groups to find a balance between behaviors that
enhance their own survival (and thriving) and behaviors that promote
forms of collective action for the common good. This will be incredibly
difficult because all of us have inherited deeply rooted, evolved biases
that foster parochial altruism. Participatory MAAI modeling may be
one of our best tools for finding pathways to peace in the possibility
space of the human species as we navigate our complex, intertwined,
and rapidly changing societal and ecological environments in the
early Anthropocene.

By leveraging psychologically realistic cognitive architectures and
empirically grounded interaction networks, MAAI models provide a
powerful lens through which to explore the dynamics of prosociality and
the possibility space for peacebuilding. These tools enable both scholars
and stakeholders to simulate and analyze how evolved cognitive biases
and institutional configurations can either hinder or facilitate collective
action, making them increasingly vital for addressing the global
uncertainty complex we currently face as a species.

Where do we go from here? Several avenues for future research
present themselves. First, more work is needed to integrate affective and
cultural variables into agent architectures, particularly those related to
anxiety, identity, and intergenerational memory, which play crucial roles
in both prosocial development and conflict persistence. Second, efforts
should focus on scaling and diversifying the participatory modeling
process to ensure broader inclusion of marginalized voices and contexts,
especially from the Global South. Doing so will enhance the
representational validity of models and democratize access to scenario
planning tools. Third, researchers must develop frameworks for ethical
reflexivity within simulation design and deployment, ensuring that these
technologies are used to empower rather than manipulate. Finally,
planning and executing longitudinal studies that compare simulation
predictions with real-world policy outcomes could significantly enhance
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the credibility and utility of MAAI for anticipatory guidance and social
foresight.

As climate disruption, social polarization, and geopolitical instability
continue to intersect, the need for rigorous, inclusive, and ethically
grounded modeling of human cooperation grows ever more urgent.
Despite its limitations, MAAI modeling offers a potentially generative
pathway toward understanding and enacting sustainable altruism in our
rapidly evolving global society.
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